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Estimation

Population vs sample

Aggregate of anything under study is called population.

Ex:- aggregate of person in india is population of persons in india apart of

population  is  called  samples  if  every  unit  of  population  has  the  same

probability  to  be  included  in  the  samples  gradually  we  consider  random

sapmle for the study of the population.

Parameter and statistic

Any calculation based on population is called parameter.

Ex- if we calculate artimatic mean variance etc from the population values

they  will  be  called  parameter.  The  calculation based  on sample  values  is

called statistic i.e from sample values they will be statistic.

When population is large or infnite the calculation of parameter is difcult

we  take  help  of  statistic  for  this  purpose  and  infer  about  parameter  we

consider statistic as estimate when statistic is used for population parameter

we  consider  statistic  as  estimate  when  statistic  is  used  for  population

parameter  the  statistic  become  estimate  and  the  process  is  known  as

estimation .

There are mainly two two types of estimaton

1. Point estimation 2. Interval estimaton

For the diferentiation of point estimation and interval estimation we can use

an example . if somebody ask what is distance between patna and gaya one 

can answer in two ways .

1. The distance between patna and gaya is 101km

2. The distance between patna and gaya is to 90 km to 101km.



Both cases are based on estimaton in the 1st case is point estimation and the 

2nd is interval estimation clearly the interval estimation is beter then point 

estimation .

Now we shall discuss frist method of point estimation prof. RA fsher discuss 

both point estimation and interval estimation in detail .he started point 

estimation by describing the four properties of a good estimator they are-

1 unbiasedness 2 consistency 3 efciency 4 sufciency

Unbiased estimator

An estimator of a given parameter is said to be unbiased if its expected 

value is equal to the true value of the parameter.

In other words, an estimator is unbiased if it produces parameter estimates 

that are on average correct.

consistency

A consistent estimate has insignifcant errors     (variations) as sample 

sizes grow larger. More specifcally, the probability that those errors will vary

by more than a given amount approaches zero as the sample size increases. 

In other words, the more data you collect, a consistent estimator will be 

https://www.statlect.com/glossary/estimator
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/find-sample-size/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/find-sample-size/
https://www.statisticshowto.datasciencecentral.com/residual/
https://www.statlect.com/fundamentals-of-probability/expected-value
https://www.statlect.com/fundamentals-of-probability/expected-value


close to the real population parameter you’re trying to measure. The sample 

mean and sample variance are two well-known consistent estimators.

Efciency

an efcient estimator is one that has small variances     (the estimator with the 

smallest possible variance is also called the “best” estimator). In other words,

the estimator deviates as litle as possible from the “true” value you are 

trying to estimate 

sufciency

a statistic   is said to be a sufcient estimator for some parameter θ if 

the conditional distribution of  : T(X1, X2,…,Xn) doesn’t depend on θ. While 

this defnition is fairly simple, actually fnding the conditional distribution is 

the tough part. In fact, most statisticians consider it extremely difcult. One, 

slightly easier, way to fnd the conditional distribution is to use the 

Factorization Theorem.

Maximum likehood and their application 

The MLE is an example of a point estimate because it gives a single value for 

the unknown parameter (later our estimates will involve intervals and 

probabilities). Two advantages of the MLE are that it is ofen easy to 

compute and that it agrees with our intuition in simple examples 
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Now we shall derive maximum likelihood estimation of some important 

distribution.

1.)  Binomial distribution  

2.)  Poisson distribution  

3.)  Normal distribution  

4.) Exponential distribution

Binomial distribution 

 Let X1,X2,...,XN ϵ R be samples obtained from a Binomially Distribution.

Binomial Distribution is used to model 'x' successes in 'n' Bernoulli trials. Its 

p.d.f. is given by



Poisson distribution

Normal distribution



EXPONENTIAL DISTRIBUTION

Properties of maximum likelihood estimation

i. M.l.e are not necessarly unbiased

ii. M.l.e are consistant

iii. The distribution of mle’s tends to normality for large sample size

iv. The mles’s are normality distribution when n is large

v. M.l.e are most efcient M.l.e are sufcient if sufcient estimate are 

exist If ӫ is the m.l.e of ө,f(ӫ) is also m .l.e of f(ө)



interval estimation

Confdence interval 

A confdence interval is an interval that will contain a population parameter a

specifed  proportion  of  the  time.  The  confdence  interval  can  take  any

number of probabilities, with the most common being 95% or 99%.

A confdence interval is the probability that a value will fall between an 

upper and lower bound of a probability distribution. For example, given a 

99% confdence interval, stock X Zl's return will fall between -6.7% and �8.3%

over the next year. In layman's terms, you are 99% confdent that the returns

of holding X Zl stock over the next year will fall between -6.7% and �8.3%.

Statisticians  use  confdence  intervals  to  measure  uncertainty.  A  higher

probability  associated with  the confdence  interval  means  that  there  is  a

greater degree of certainty that the parameter falls within the bounds of the

interval. Therefore, a higher confdence level indicates that the parameters

must be broader to ensure that level of confdence.
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Confdence  interval  for means  of  a  normal  population





Confdence interval for variance of a normal population

One variance



two variance





Minimum variance unbiased estimation 



Concept of sufcient statistics





Rao Blackwell theorem

The Rao-Blackwell  theorem (sometimes  called  the Rao–Blackwell–Kolmogorov

theorem or Rao-Blackwellizatoo)  is  a  way  to  improve  the  efciency  of  initial

estimators. Estimators     are observable random variables used to estimate quantities.  For

example,  the  (observable) sample  mean is  an  estimator  for  the  (unknown) population

mean.
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